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Purpose
This document is a post-mortem assessment of the cyberinfrastructure component of the CMOP August 2007 multi-vessel cruise.  It is intended to serve as 1) a narrative overview of the efficacy of the system, 2) a record of specific technical problems and their resolution, and 3) a set of recommendations for modifications and enhancements, both technical and procedural, to support future cruises.
Document Status

This report is a work-in-progress, and is materially incomplete in at least two significant ways:  First and most importantly, Paul Turner, Ethan Van Matre, Charles Seaton, and Michael Wilkin have not had a chance to add their input.  Second, we have not yet had time to study the operational data collected (i.e., log files), so the report currently focuses on the cruise narrative, discussion of symptoms, and subjective assessments rather than forensic analysis, data presentation, and definitive conclusions.  In some cases, the relevant tables and figures needed to support the discussion can be anticipated, and there are corresponding placeholders included in the text.

Executive Summary

All system components (network connectivity, ingest from 9 sensor packages, telemetry from ship to shore and shore to ship, forecast dissemination via thumbdrive, and visualization with four web applications) were shown to function, but most exhibited robustness issues in the face of weak and faulty network environments and unfamiliar data streams.  The major problems were that the ingest and telemetry systems required “babysitting” and field programming to maintain operation, and that the network was less reliable than expected.  These two problems adversely affected the rest of the system, and thus the overall user experience: the vision of ubiquitous real-time access to data cannot be said to have been met.

Despite these problems, we were successful in deploying and testing a very different and very new system architecture, that, as a whole, does not require further significant change.  For the November cruise, we recommend extreme conservatism with respect to new features and, instead, extreme focus on improving reliability.  Specifically, we recommend a “code freeze” in late September, after which we focus solely on developing and running thorough test scenarios.  Further, we recommend dedicating cruise time specifically for testing cyberinfrastructure.

Goals, Results, and Recommendations
The goals for this experiment were to (G1) transmit data from ship-to-shore, shore-to-ship, and, transitively, from ship-to-ship automatically (meaning: hands-free operation for the duration of the cruise) and as soon as possible (meaning: real-time for vessels within range of the radio network, plus efficient synchronization after periods of radio inaccessibility), (G2) support dynamic, collaborative cruise planning using model predictions (requiring shore-side access to data and ship-side access to models), (G3) provide effective user interfaces to the models and data that are uniformly available regardless of access point, and (G4) proof the design of a significant new system architecture that is agnostic with respect to the number of sensors and vessels used, as well as their specific properties (units, sampling rate, file format, quality, etc.).
G1 Results:  We were able to successfully process measurements from every sensor on every ship, ingest these measurements into the ship-board appliance, transmit the processed measurements from each appliance to the shore, and transmit measurements from the shore to each vessel.  However, we were mostly unsuccessful in meeting timeliness and robustness requirements, for three fundamental reasons.  First, the services powering the system frequently required manual restarts, undermining automation and delaying delivery.  The underlying problems were mostly repaired in the field, with the exception of some unresolved behavior on the Wecoma.  Second, the network performance was worse than expected, so data transmission was slow and difficult even when the vessel was technically within range (i.e., the connection dropped very frequently, even though it could quickly be re-established
G1 Recommendations: First, erect a thorough testbed in the lab and perform experiments testing different application and network designs.  As we discuss below, many of the problems encountered during the cruise could have been discovered with modest testing, and nearly all could have been discovered with thorough testing.  Second, conduct a dedicated field test of the complete system either during a dedicated cruise, or by reserving an initial period of the November cruise expressly for system testing.  
G2 Results: Due to bandwidth limitations, model results required a different mechanism for delivery to the vessels.  There were two strategies at work: manual delivery via “thumb drive” and delivery of complete plans and supporting products via satellite email.  The first method was successful technically, but perhaps not operationally.  Although forecasts were always available on-board the vessels, they were frequently stale due to the infrequency of thumb-drive delivery and due to general lack of confidence in long-term forecasts expressed by the modeling team.  The second method was very effective given the limited connectivity.  The shore-side tools were used to develop the plan, then only the plan was sent to the vessel.
G2 Recommendations: The cruise mapper is a very compelling interface and was heavily used by chief scientists on (at least) the Barnes and the Wecoma.  However, the cruise mapper currently depends on having access to complete forecast results for the time period to be accessed.  Barring a dramatic increase in network bandwidth and quality (i.e., HiSeasNet [1], KVH antennas [2], etc.), recommend we consider timely delivery of complete raw forecast results infeasible.  Instead, deliver a) fixed medium-resolution products, geo-referenced and published within the cruise mapper, and/or b) downsampled, targeted forecast results extracted and visualized using gridfields.  Further, recommend that the model of collaborative planning be brought to the forefront as opposed to unilateral ship-board manipulation of the entire model/data inventory.
G3 Results: There were four user interfaces deployed on the appliance: The cruise mapper (CM) (primarily for studying model results), the cast dashboard (CD) (container for dynamic products, including model-data comparisons, currently oriented toward CTD casts), the cruise images (CI) (static cruise products, including model/data comparisons, in an established interface), and the forecast images (FI) (static forecast products and animations).  
The cruise mapper was the most heavily used interface besides each vessel’s own data acquisition software.  The cruise mapper as an interface was successful; complaints were limited to timezone and alt/lon formatting issues, and the lack of cruise planning functionality (i.e., waypoints).  
Although the cast dashboard functionality mostly overlaps with the existing “cruise images” interface, it is entirely dynamic, allowing it to serve as a monitor of database status: if the data is in the database, then it is guaranteed to be displayed in the dashboard.  For this reason, it was used on the Barnes and Wecoma to review previous casts, review model comparisons, and to review casts with other vessels.  Its utility was limited, however, by the lack of reliable real-time data ingest (see G1), and by the overlap in functionality with the Seabird data acquisition software
.
The cruise images were not always available, due to 1) the lack of reliable real-time ingest (G1), and 2) the existence of “partial” datasets that the interface had not been tested against.  Further analysis is required to understand if these are the only reasons; the scripts driving the interface were recently retrofitted to access the new OOSDB schema database and, although well-tested against sample data, had not been tested against the idiosyncrasies of the real data streams.
The forecast images were pushed to the ships reliably, but it is not clear how much they were used.

G3 Recommendations:  Overall, recommend that we focus on specific tasks, then design (and heavily test) products and interfaces to support those tasks, as opposed to supplying the entire product inventory.  That is, recommend we favor depth and reliability over breadth and completenesss.  Important tasks from this cruise include, at least: dynamic feature tracking, model skill assessment, and cross-vessel instrument validation.  

Recommend we incrementally add features to the cruise mapper corresponding to user requests (see Section XX).  Also, fold the forecast images into the cruise mapper by geo-referencing them.  Different resolutions of images should be selected automatically based on the current zoom level.  Finally, experiment with geo-referenced gif animations.  If successful, these enhancements may remove the need to provide a separate forecast image interface while providing better access to its content.  
The dashboard was intended as an example of a style of application, characterized by dynamic products, extensive reuse of existing tools, and a clear separation between presentation and content.  The dashboard was thus an example of a “mashup” – a new application composed of reusable content from other applications and services.  

The next step is 1) refine the basic CMOP services powering these type of applications, and 2) build more examples of mashup consuming these services.  In particular, Bill will rewrite the “cruise images” interface using entirely dynamic content.  Once complete and validated, we recommend that the existing CI interface be retired in order to reduce the total maintenance effort of the CMOP cyberinfrastructure.  See Section XX for the recommended list of CMOP services that we should support.

G4 Results:  The appliance model of software provisioning was mostly successful.  Having a single database schema and a single database instance driving all database applications is a significant improvement over the historical situation, were each application had its own schema and its own database instance.  Dynamic products and dynamic data access has significantly reduced the number of lines of code to maintain.  The ingest procedures themselves needed more extensive testing, but the design appears effective: with very little effort, we were able to make many changes in the field, and propagate these changes to all sensor streams and all vessels.  For example, we switched from automatic monitoring of file directories to explicit polling – a semantically significant change – by modifying just 10 lines of code in a single file.  The change then affected 6 out of 9 sensor streams (the remaining three do not yet use the new framework.)
G4 Recommendations:  Ensure that the services that execute the ingest code are more fault-tolerant.  The changes in the field have improved the situation (the Barnes processes were functioning properly throughout the second week of the cruise), but there is still a lot of testing to be done (the Wecoma processes die without any obvious reason in the log files).  Extensive testing in weak and instable network environments needs to be performed: see recommendation for G1.
Using the “pipeline” model of the ingester, consider adding additional operators to detect events of interest and send them to interested parties. For example, casts exposing hypoxia could be detected and sent as an email with minimal information (e.g., lat, lon, minimum oxygen, depth range at which hypoxia occurred.).
Narrative

Noteworthy events and supporting discussion go here.  Vaguely chronological and very incomplete.

August 16, Wecoma:  Byron and Bill use the Cruise Mapper to visualize cruise plan and make changes.  We had trouble connecting to the cruise mapper.  First, Byron connects to his office’s network via a VPN, preventing him from accessing ship’s resources directly via their SWAP address.  Second, all Drupal pages were unusably slow.  This problem turned out to be caused by code in todaysocean.pl that referenced inaccessible shore-side resources.
August 20, Barnes.  Lydie used the cruise mapper to investigate velocities and choose a station in the south channel for finding the ETM.  We based the decision on Charles’ analysis of amb169 data indicating that velocity was a better indicator of backscatter signal than salinity stratification or salinity peak.  

August 20, Barnes: The disk is found to be completely full, causing several processes to die.  The log files generated by the ADCP parsing perl script are found to be 50+GB.  Perl warnings are explicitly turned off, but the log files are still seen to grow very large.
August 19, Barnes: Michael installs the ADCP sensor on the Barnes.  Initial test of telemetry reveals that the format is slightly different.

August 21, Barnes.  At port in Astoria, Lydie and Bill cannot access the internet for more than a few seconds at a time.  We could not use the newest forecasts, so we emailed Antonio to help with the planning.

August 23, Barnes:  Bill disembarks the Barnes.  Charles calls a few hours later and mentions that data is not arriving from the Barnes and that the subscription service seems to be hung.  A restart fixes the problem, but the underlying cause is not known.
August 24, Wecoma:  Paul and Bill troubleshoot Wecoma performance problems.  Using tcpdump, we discover that the /etc/resolv.conf is generating errors.  Investigating, we find that the “domain” line has ogi.edu repeated hundreds of times.  Fixing this, overall performance noticeably improves.  This issue needs more research.
Specific Technical Issues
	Compon.
	Description
	Resolution
	Detectable via Testing?

	Network
	Unusable internet connection on Barnes
	Foliage removal at MERTS; installed new antenna.  Noticeable improvement.
	Not without dedicated cruise

	Ingest
	100% CPU utilization for ingest services
	Late change to coalesce duplicate file events. Change motivated by X.
	Yes

	Ingest
	Processes dying
	Potential memory problems triggering OOM killer.  Postgres with large sort operation, and unbounded queues in ingest.  Other causes still unknown.
	Likely yes

	Ingest
	Samba shares not triggering events
	Perform manual polling
	Yes, certainly

	Ingest
	Rsync not always triggering events
	Perform manual polling
	Yes, certainly

	Ingest
	Difficulties interpreting Seabird output.
	DOS version of Seabird does not contain all variables.  Requires manual data conversion to produce .cnv files.
	Requires better sample data

	Ingest
	No lat/lon provided with Forerunner casts
	Add a join with GPS data to the pipeline
	Requires sample data

	Ingest
	Time incorrect on Forerunner casts
	Change in database; add operator to correct time.
	Requires sample data

	Ingest
	Not all seabird attributes extracted
	Bug in seabird parser demanding single-digit field numbers
	Likely yes

	Ingest
	New directory not detected
	Manual restart.  Problem resulting from switch to manual polling
	Yes

	Ingest
	Disk full; processes dying; reboot required
	Turn off warnings in perl; adjust handle_adcp.pl to accommodate new file format
	Requires sample data

	Ingest
	Wrong timezone on Forerunner
	Added a timezone parameter
	Requires sample data

	Network
	Poor performance on Drupal pages
	Todaysocean.pl referencing remote server incurring long timeout.
	Yes

	Telemetry
	Crashed processes
	Unhandled exception due to debugging; fixed
	Yes

	Telemetry
	Hung processes
	Added a kill script to be run every 10 minutes; needs a more elegant solution
	Likely yes

	Telemetry 
	Poor performance; backed up data queue
	Augment with manual transfer.  Several optimizations available to improve this issue for November.
	Likely yes


Further Discussion

Additional detail on design decisions, problems, and outlook.

Network

Ingest

This was the first field test of a new ingest mechanism (“Ingest”) designed to separate various sub tasks: parsing file formats, mapping of ship attributes into the CMOP schema, event detection and control flow, and database insertion.  

For some instruments, programs used for parsing and ingested already existed, and required only minor modification.  Bill and Charles decided to use these programs for the Forerunner TSG and ADCP, and for the Barnes ADCP.

The following table indicates which method was used for each instrument:

	
	Wecoma
	Forerunner
	Barnes

	TSG
	Ingester
	Legacy
	Ingester

	CTD
	Ingester
	Legacy
	Ingester

	ADCP
	Ingester
	Ingester
	Legacy


The legacy code was effective for the Forerunner, as no medication s were necessary and the code had been thoroughly tested.

Telemetry

Database-to-database transfer was chosen for several reasons: 

1) Anecdotal evidence of poor performance of rsync for large directories.  

2) Poor performance of rsync in a spotty network environment from the April cruise, 

3) The availability of transactional semantics, 

4) The potential for intelligent prioritization. For example, the latest position of the vessel has highest priority, casts are sent before adcp, etc.

5) Increased control over performance tradeoffs.  For example, we can choose how many records to send in one statement, and how many statements to send per connection.  

6) Improved integrity between appliances.  If raw data were reprocessed on both client and server, the processing code would have to be identical, making it difficult to deploy changes in the field.  Any code changes would have to be propagated to all appliances before transmitting the raw data.

The telemetry system was seen to function properly for all data types, but two chronic problems prevented “ubiquitous” information. 

First, performance was low relative to a raw copy, since we send a single record per statement, meaning that hundreds of thousands of SQL statements must be transmitted to the server during a single session.  Performance was not a serious problem alone, as the rate of data transmission far exceeds the rate of data ingest; a day’s worth of data can be transmitted in a few hours under good network.

To Do: Analyze log file to determine average rate of transmission with respect to signal strength and network quality
Second, the intermittent network availability caused serious problems.  Depending on what the telemetry program as doing when the network failed, and depending on the manner in which the network failed, the program might hang for many minutes or even hang indefinitely.  Even if the network connection drops briefly and is reestablished, the database connection cannot recover and will wait for a full timeout.

Recommendation: Develop a bulletproof network test that can inform an application about network availability without lengthy timeouts.  The tool should be available as a function in python, which can then be wrapped as a command line tool, and hence called and manipulated conveniently from Perl.  The test should not be based on ping alone, as a successful ping is not a good predictor of successful application connections (e.g., database, http).  The test can be based on ICMP.

Forecasts

The forecasts were frequently too stale to use.  For example, one day of different winds made the extended forecast completely obsolete.  We recommend that images be served by the mapper rather than raw data to reduce the bandwidth requirements.  Further, dynamic planning should involve the exchange of products and information when the network is unavailable.
Byron used server-side forecasts fairly frequently, for several reasons:  The ship-board appliance was frequently malfunctional, the forecasts were stale and inaccurate, and the Wecoma often had reliable internet access via SWAP.

Visualization

Sensors

The absolute value of the OBS signal on the Barnes was suspiciously low, rarely reaching 5 NTU.  On castid 081607_003006.dat, for example, the air pump produced visibly brown, muddy water, indicating a bottom strike.  The shape of the OBS signal indicated an increase in turbidity, but the absolute value was only ~11 NTU (Figure 1).
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Figure 1: Weak OBS signal despite brown water and an apparent bottom strike.
References
[1] HiSeasNet, http://hiseasnet.ucsd.edu/
[2] KVH Industries Marine Internet Solutions, http://www.kvh.com/kvhinternet/index_marine.asp
� The dashboard was designed for the Forerunner, where real-time CTD display capabilities are currently very limited.
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